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**摘要:** 一种基于深度学习的跨模态哈希检索方法，假设个对象的图像模态的像素特征向量集为，其特征是该方法包括以下步骤：（1）使用基于深度学习技术设计的目标函数得到图像模态和文本模态共享的二进制哈希编码，图像模态和文本模态的深度神经网络参数和，以及图像模态和文本模态的投影矩阵和；（2）使用交替更新的方式求解目标函数中的未知变量、、、和；（3）基于求解得到的图像模态和文本模态的深度神经网络参数和，以及投影矩阵和；（4）基于生成的二进制哈希编码计算查询样本到检索样本集中各个样本的汉明距离；（5）使用基于近似最近邻搜索的跨模态检索器完成对查询样本的检索。该方法有效地提升了跨模态哈希检索的性能。

**第一权利要求:** 1.一种基于深度学习的跨模态哈希检索方法，假设n个对象的图像模态的像素特征向量集为其中，vi表示第i个对象在图像模态的像素特征向量；令表示这n个对象在文本模态的特征向量，其中，ti表示第i个对象在文本模态的特征向量；将n个对象的类别标记向量表示为其中，c表示对象类别的数量；对于向量yi来说，如果第i个对象属于第k类，则令向量yi的第k个元素为1，否则，向量yi的第k个元素为0；其特征在于，该方法包括以下步骤：(1)使用基于深度学习技术设计的目标函数得到图像模态和文本模态共享的二进制哈希编码B，图像模态和文本模态的深度神经网络参数θv和θt，以及图像模态和文本模态的投影矩阵Pv和Pt；(2)使用交替求解的方式求解目标函数中的未知变量B、θv、θt、Pv和Pt，即交替的求解如下三个子问题：固定B、Pv和Pt，求解θv和θt；固定B、θv和θt，求解Pv和Pt；固定θv、θt、Pv和Pt，求解B；(3)基于求解得到的图像模态和文本模态的深度神经网络参数θv和θt，以及投影矩阵Pv和Pt，为查询样本和检索样本集中的样本生成二进制哈希编码；(4)基于生成的二进制哈希编码计算查询样本到检索样本集中各个样本的汉明距离；(5)使用基于近似最近邻搜索的跨模态检索器完成对查询样本的检索；所述步骤(1)中的基于深度学习技术设计的目标函数形式如下：其中，γ1和γ2为非负平衡因子，B＝[b1,b2,…,bn]T∈{-1,+1}n×k，和为投影矩阵，θv和θt为深度神经网络参数，和分别为n个对象在图像模态和文本模态的深度特征，并且矩阵F和矩阵G的第i列的向量分别为f(vi；θv)和g(ti；θt)，为拉普拉斯矩阵用于保持模态内一致性和模态间的一致性，1为全部元素为1的列向量，||·||F表示矩阵的Frobenius范数，tr(·)表示矩阵的迹，(·)T表示矩阵的转置。

**IPC分类号:** G06F16/31 | G06F16/51